Checking the Assumptions for using Parametric Statistics
Parametric statistics are the most commonly used statistical methods in kinesiological research. For example, both the t-test and ANOVA are considered parametric statistics. Samples of data must meet three criteria before they can be analyzed using parametric methods.
1. Normality. Each sample of data must be normally distributed. There are not meaningful amounts of skewness and kurtosis in the samples.
2. Equal Variances. The variability in each sample of data to be analyzed must be similar. In statistical terms, this is referred to as homogeneity of variance.

3. Independent Observations. The observations within each treatment condition must be independent. The scores in one group do not depend in any way on the other group(s).

The following example is based on a group of 30 Olympic weightlifters and a group of 30 body builders. One repetition maximum squat and percent body fat data were collected from all participants. The end goal will be to determine if significant differences exist between the groups on either dependent variable by using independent samples t-tests. Before the t-tests can be conducted the data must be checked to ensure it meets the first two assumptions listed above. 
Figure 1: Data View

[image: image1.png]Parametric Assumptions 30.sav [DataSet1] - PSS .

Bl Edt Vew Data Iransforn Anslyze Graphs Wtities Add-ons

Mindow tHelp
& HE B
1
Squat | BodyFat | Athlete | var
26| bs3s 1000 .00
27| 57050 684 100
28| 609.40 400 100
2] 64460 774 100
30| 65500 488 100
El 533 200
3| 58700 591 200
3 67110 559 200
34| 65500 6.20 200
35| 643.40 511 200 v
<> \Data View £ Variabie View 2]
555 Processor is ready





In Figure 1, you will notice that each dependent variable (Squat and BodyFat) have their own column. Within each column, all of the weightlifter scores are listed first followed by the bodybuilders’. The Athlete column allows SPSS to associate a row of data to a particular athlete. In this example, we’ve coded weightlifters with a “1” and bodybuilders with a “2”. SPSS is very particular about how the data is entered in the Data View spreadsheet. The way the data must be entered depends on the type of statistical analysis.
Figure 2: Run the Tests for Normality and Homogeneity of Variance
[image: image2.png]el v )

WA & Frequendies

Tables Descritives.

1 o —

S LB Geneva: e Model » Crosstabs.
S e Gg  Cenerleedlinesrodels »| ot

T g Moedvadk P-p Plats,

B 609.40 P ot e
2| 6460 77 oo

30| 6500 48 Custy

31 600 53 DataRedution

32| s 59 sk

[l ert10 55 NerpsametmcTests

S G0 g3 TmeSeres

B 6.0 5q Srmdl

Muliple Response:
el 63090 55 ising Value Analysis
| 6210 59

Qualty ortrel
38| 616.80 67 ROCCurve.
39| 616.40 50
40| 606.00 482 200
4 B01.40 651 200
> \Data View  variable View
Examive S5 Processar & ready





Click Analyze->Descriptive Statistics->Explore to run the tests for normality and homogeneity of variance.
Figure 3: Explore Window
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Using the arrow buttons, bring the dependent variables Squat and BodyFat into the Dependent List. Bring the independent variable Athlete into the Factor List. Hit OK
Clicking on the Plots button will bring up the window shown in Figure 4. Select the features shown in Figure 4 to perform the correct tests and display histograms of each dependent measure separately for each group. Hit Continue. You will return back to the main Explore window. Hit OK to run the analysis.
Figure 4: Explore: Plots
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Normality
Now we will analyze the results which will have appeared in the SPSS output window. The second table in the output contains key descriptive statistical information for each group on each dependent variable. In particular, it lists the values of skewness and kurtosis, which are measures of how closely each dependent variable fits a normal distribution. The following table provides the results of two separate objective statistical tests that precisely determine the probability that the distributions are normal. If that probability is below 5 % (< .05), then it can be concluded that the sample is not normal. Which test is more appropriate primarily depends on the size of the sample. Since our samples have less than 200 participants, the Shapiro-Wilk test is more appropriate. In Figure 5 below, we can see that the significance level for the body builder Squat data (.023) is < .05; therefore, the data are not normally distributed and cannot be used in a parametric test until the data are corrected to achieve normality.
Figure 5: Test of Normality

Tests of Normality

	 
	Athlete
	Kolmogorov-Smirnov(a)
	Shapiro-Wilk

	 
	 
	Statistic
	df
	Sig.
	Statistic
	df
	Sig.

	Squat
	Weightlifter
	.075
	30
	.200(*)
	.990
	30
	.991

	 
	Body Builder
	.166
	30
	.034
	.918
	30
	.023

	BodyFat
	Weightlifter
	.098
	30
	.200(*)
	.976
	30
	.713

	 
	Body Builder
	.093
	30
	.200(*)
	.985
	30
	.933


*  This is a lower bound of the true significance.

a  Lilliefors Significance Correction

Figure 6 below shows the histograms of each group for the one rep maximum squat data. We can now visually confirm the objective results of the Shapiro-Wilk test. The Weightlifter data fits the classic normal distribution “bell curve” shape. In contrast, the Body Builder data has clear positive skewness. In the next section, it will be demonstrated how the data can be transformed to fit a normal distribution so that subsequent parametric statistics can be conducted.
Figure 6: Histograms
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Transforming Data to Meet Normality

There are several options for transformation depending on how far the data are from a normal distribution. For this example we are going to create a new variable Inv_Squat, which will be calculated from the original Squat variable.  Select, Transform->Compute Variable.

Figure 7: Transforming a Dependent Variable
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The Compute Variable screen shown in Figure 8 should now be in view. Type ‘Inv_Squat’ in the Target Variable box. This will create a new variable in the 4th column of the spreadsheet with that name. In the Numeric Expression box type “ 1/ “ (a one followed by a division sign). Then click on the Squat variable and hit the arrow button to bring it into the Numeric Expression box. Select OK at the bottom of the screen to create the new variable, which is a linear transformation of the original. If the column is formatted to only show 2 decimal spots, then you will only see zeros. This is fine. You can change the number of decimal spots by clicking on the Variable View tab at the bottom of the spreadsheet.
Figure 8: Create a New Variable
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Did the transformation work? Can the new variable Inv_Squat be considered normally distributed? In order to answer this question, repeat the steps that were initiated in Figure 2 above. Make sure to include the new variable Inv_Squat in the analysis. Figure 9 below reveals that the Body Builder data can be considered “normal” since the probability that the data are not from a normal distribution (.076) is now greater than .05. Although not shown below, please note how the histograms for Inv_Squat have changed relative to Squat for the Body Builder. You should be able to scroll up in the SPSS Output.
Figure 9: Checking Normality of Transformed Variable


Tests of Normality

	 
	Athlete
	Kolmogorov-Smirnov(a)
	Shapiro-Wilk

	 
	 
	Statistic
	df
	Sig.
	Statistic
	df
	Sig.

	Inv_Squat
	Weightlifter
	.092
	30
	.200(*)
	.984
	30
	.920

	 
	Body Builder
	.155
	30
	.062
	.937
	30
	.076


*  This is a lower bound of the true significance.

a  Lilliefors Significance Correction

Homogeneity of Variance

In order for the t-test result to be valid, the data must also meet the homogeneity of variance assumption. Do the two groups of athletes have significantly different amounts of variability on the dependent variable? The following table, near the top of the SPSS output, provides the results of an objective statistical test (Levene Statistic) that precisely determines the probability that the amount of variance is similar. If that probability is below 5 % (< .05), then it can be concluded that the groups have significantly different amounts of variability. In Figure 10 below, we can see that the significance level for the BodyFat data (.000) is < .05; therefore, the groups do not have similar levels of variability and a correction must be made before a t-test can be carried out on the BodyFat data. SPSS only shows the significance level to three decimal places. This should actually be written as < .001 and not .000.
Figure 10: Testing Homogeneity of Variance

Test of Homogeneity of Variance

	 
	 
	Levene Statistic
	df1
	df2
	Sig.

	Squat
	Based on Mean
	.714
	1
	58
	.402

	 
	Based on Median
	.953
	1
	58
	.333

	 
	Based on Median and with adjusted df
	.953
	1
	57.962
	.333

	 
	Based on trimmed mean
	.820
	1
	58
	.369

	BodyFat
	Based on Mean
	32.159
	1
	58
	.000

	 
	Based on Median
	30.216
	1
	58
	.000

	 
	Based on Median and with adjusted df
	30.216
	1
	36.149
	.000

	 
	Based on trimmed mean
	31.614
	1
	58
	.000


Conveniently, SPSS automatically provides a correction in the output when a t-test is conducted. We will now perform two independent sample t-tests. One for the corrected Inv_Squat data, and one for the BodyFat data. Select Analyze->Compare Means-> Independent Samples T Test (Figure 11).

Figure 11: Running an Independent Samples t-test
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Bring all of the dependent variables into the Test Variables(s) box (Figure 12). Bring the independent variable Athlete into the Group Variable box. Click Define Groups and enter “1” for Group 1 and “2” for Group 2. Hit Continue, and then hit OK to run the tests.

Figure 12: Independent Samples t-test Options
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The Group Statistics box allows us to see some basic descriptive statistics for each group on each dependent variable. For example, we can see that the mean Weightlifter squat is approximately 29 lbs greater than that of the Body Builder. It can also be seen that the Weightlifter standard deviation for BodyFat is more than three times that of the Body Builders. 

Figure 13: T-test Results
Group Statistics

	
	Athlete
	N
	Mean
	Std. Deviation
	Std. Error Mean

	Squat
	Weightlifter
	30
	625.7900
	34.64684
	6.32562

	
	Body Builder
	30
	596.6700
	28.55569
	5.21353

	Inv_Squat
	Weightlifter
	30
	.0016028
	.00008966
	.00001637

	
	Body Builder
	30
	.0016795
	.00007729
	.00001411

	BodyFat
	Weightlifter
	30
	6.3333
	1.65696
	.30252

	
	Body Builder
	30
	5.6944
	.51565
	.09414
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Are the groups significantly different? The decision rule is as follows: If the significance value (which is usually labeled p in research reports) is less than alpha (.05), then the groups are significantly different. So, in this case, because the significance value of .001 is less than alpha = .05, we can say that the Weightlifters have significantly higher 1 Rep Max squats. We would report the results of this t-test by saying something like, "There was a significant difference between the groups, t(56.768) = -3.552, p = .001."

As for BodyFat, we can see that without the correction for unequal variances, we would have significance; however, this is not valid. The bottom value (.052) must be used; therefore, we can not conclude that Body Builders have significantly lower body fat than Weightlifters. 
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